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We test the hypothesis that the barrier to a gas-phase radical-molecule reaction is controlled by an avoided
curve crossing of ground and ionic states of the reactants and products. We focus on the competing role of
orbital overlap and energy difference on the delocalization energy of the transition state, comparing the reactions
OH + ethane, OH+ propane, and OH+ cyclopropane using experimental data and theoretical analysis.
These reactions constitute a homologous series in which the spatial extent and energy of interacting orbitals
change dramatically, providing for an examination of the relative importance of energy and overlap on barrier
height control. In addition, contrasting pictures of barrier height control, either by molecular properties or
by bond properties of the reactants and products, are evaluated. Our kinetic data, obtained in a high-pressure
flow system, cover a suppressed temperature range (180- 360K) in order to isolate the lowest barrier pathway.
The results for ethane and propane are consistent with barrier height control by the singly occupied molecular
orbital (SOMO) of the OH radical and the highest occupied molecular orbital (HOMO) of the molecule.
These are the historically defined frontier orbitals. The results for cyclopropane, however, suggest that it is
the interaction of the SOMO with the second highest occupied molecular orbitals (SHOMOs) which controls
barrier height. The SHOMOs of cyclopropane are spatially extended relative to the HOMOs; at the transition
state the interaction between OH and the SHOMOs of cyclopropane overwhelms the interaction between OH
and the HOMOs of cyclopropane. We examine the competition between energy and overlap of two reacting
species and present an alternative definition of the frontier orbitals not necessarily as the highest energy
orbitals, but rather as the orbitals that delocalize to the greatest extent at the transition state.

1. Introduction

Radical-molecule reactions control a wide range of chemical
and biological systems, with reactivity ranging from immeasur-
ably slow reactions to reactions that occur on every collision.
Many radical-molecule reactions, atom-abstraction reactions
in particular, are bimolecular in nature and have barriers
associated with the transformation from reactant to product wave
functions. Often this transformation may be described as a two-
state avoided curve crossing.1 Both the barrier height and barrier
location are determined by the location of the minimum of the
two-state crossing, modified by the configurational mixing of
the two states. In strongly coupled systems such as those that
we will consider here, the configurational mixing is substantial
and the barrier height is greatly suppressed from the crossing
energy.

Our understanding of these systems evolves from three
areas: experimental observations, detailed ab initio studies, and
mechanistic quantum-mechanical models. High-level, large
basis-set theoretical calculations have made profound contribu-
tions to chemistry,2,3 but these are practical for only relatively
small systems. Moreover, the increasing complexity associated
with larger systems can obscure the underlying controlling
physics. Mechanistic quantum-mechanical models, stripped to
the essential interactions and anchored in observed properties
of the interacting species, serve to bind the experimental
observations and ab initio calculations, thereby providing a more
general chemical understanding. Our objective is to establish
a framework for the accurate prediction of barrier heights given
the physical properties of the separated reactants associated with

the bonds or molecular orbitals participating in the reaction. In
particular, we wish to determine if and how the properties of
the separated species contribute to the energy and geometry of
the transition-state complex.

In the simplest form of the two-state crossing model, the states
that mix to form the reaction barrier are the ground and
promoted states of the reactants and products, where the
promoted state of the reactants maps to the ground state of the
products and vice versa. A single interacting promoted state
must be identified in both the reactants and products; usually
this is assumed to be the lowest lying excited state of the
appropriate symmetry. Possible excited states for a radical-
molecule reaction include(1) the antibonding excited states of
the bonds being broken or formed throughout the course of the
reaction,(2) ionic states formed by removing an electron from
a molecular orbital (MO) of the molecule and placing it into an
MO of the radical, or(3) ionic states formed by removing an
electron from an MO of the radical and placing it into an MO
of the molecule. An excited state described by 1, however, is
quite different from those described by 2 and 3, leading to two
distinct perspectives on the mechanisms controlling reactions.
These perspectives correspond to control by bond properties of
the reactants and products (i.e., covalent control)4,5 and control
by molecular properties of the reactants and products (i.e.,
molecular control).6,7

In the covalent approach, the excited states are triplet states
of the bonds being broken in the reactant and product molecules.
For most systems, triplet excited states are directly related to
the bond dissociation energy of the breaking bond.8 Thus, a
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tight relationship between the barrier height to reaction and the
bond dissociation energy of the breaking bonds is expected
within a homologous series of reactions. The covalent treatment
of the two-state crossing model predicts similar trends to those
predicted by theories in which barrier height is controlled by
the enthalpy of reaction.9-11

In the molecular-orbital approach, frontier-orbital interactions
generally determine the barrier heights and reaction rates in
radical-molecule reactions.12-15 A frontier-orbital treatment
of an atom-transfer reaction is based upon the interaction of
the frontier molecular orbital (FMO) of the molecule with the
FMO of the radical. These are the highest occupied molecular
orbital (HOMO) or lowest unoccupied molecular orbital (LUMO)
of the molecule and the singly occupied molecular orbital
(SOMO) of the radical. This two-orbital interaction plays the
dominant role in the transfer of electron density from one species
to the other during the course of a reaction.16-18

When the two-state crossing model is applied in this context,
the excited states are described by the delocalization of electron
density between the frontier orbitals of each species. When
the degree of delocalization is large, each of the reacting species
within the excited state is ionic in nature. Thus, the height of
the reaction barrier is related to the ionization potential (IP) of
the FMO of one species minus the electron affinity (EA) of the
FMO of the other (IP-EA). The observed reactivity of a wide
range of systems has been explained by trends in the IP or EA
of either the reactant molecule or radical. These systems include
the reactions OH+ Cl2, Br2, and BrCl;19 X + ClNO (X ) Cl,
F, Br, OH, O, N);16 X + ClOCl (X ) Cl, F, Br, OH, O, N);18

and the general class of H atom abstractions from alkanes by a
series of radicals.6

While the two-state crossing model is conceptually powerful,
it is a considerable oversimplification. There are at least two
factors which complicate this simple picture. First, the dominant
state may not always be the lowest energy state of appropriate
symmetry. In this event, the two-state model can be preserved
by identifying the appropriate excited state and continuing to
assume that other states play a negligible role in the reaction.
Second, multiple states may participate in the transition-state
configuration interaction. In this event, the two-state model can
still be useful if a weighted anchor point, or virtual excited state,
can be identified. In this paper we explore the effects of these
complicating factors. First, we show that a series of hydrogen
atom transfers are better described by the molecular properties
of the reactants and products (i.e., ionization potential, electron
affinity, molecular polarizability, etc.) than by the bond proper-
ties of the reactants and products (i.e., bond dissociation energy,
bond dipole moment, etc.). Second, we show that the interaction
between a pair of FMOs cannot always adequately describe the
delocalization of electron density taking place throughout the
course of a reaction. In particular, we examine the sometimes
competing role of molecular overlap and energy difference in
the coupling between various excited states and the ground state.
Using these observations, we endeavor to gain greater insight
into how the molecular properties of the reactants and products
control both barrier height and barrier location in radical-
molecule reactions.

To anchor this evaluation we present experimentally deter-
mined thermal rate constants of OH+ cyclopropane, OH+
propane, and OH+ ethane measured over a wide temperature
range (180-360 K). We also use observed bond and molecular
properties of reactants and products, augmented by low level
ab initio calculations when necessary, to constrain the boundary

conditions of these crossing models. We then investigate this
series of reactions theoretically, examining the explicit competi-
tion between energy and overlap of two reacting species. Our
results indicate that spatially extended but energetically stable
orbitals can determine the site of radical attack. This forces us
to redefine the frontier orbital in terms of the potential for
electron delocalization rather than differences in orbital energy.

2. Background

We shall briefly describe the ionic and covalent theories of
barrier height control as they apply to radical-molecule
reactivity. Both are discussed in much greater detail in Donahue
et al.6 and references therein.

2.1. Ionic Curve Crossing. We have recently presented a
theory describing barrier height control by an ionic curve
crossing.6,7 Figure 1 shows the reaction scheme for a simple
hydrogen atom abstraction. We model the evolution of two
states along the reaction coordinate: the ground state and an
excited ionic state. The ionic state is formed by removing an
electron from the HOMO of the molecule and inserting it into
the SOMO of the radical. The reaction coordinate is broken
into three stages using different approximations to analyze the
evolution of each state. In the first stage, the reactants approach
each other and Coulombic interactions dominate. In the second
stage, the two states cross as the atom transfer is executed. Here
the configuration interaction controls the energies. In the third
stage, the products separate and Coulombic energies again
dominate.

The first stage describes the approach of the undistorted
reactants. In this stage, the ground state energy often decreases
slightly due to long-range forces, then ultimately increases as
reactant orbitals begin to develop overlap. The ionic-state
energy is initially greater than the ground-state energy by
approximately IP of the molecule minus EA of the radical;
however, the energy drops dramatically as the reactants ap-
proach, due to the electrostatic attraction between the two virtual
ions. To zero order, the height of the ionic surface,ER

I , at the

Figure 1. An atom-transfer reaction in the context of the ionic curve-
crossing model. The reaction coordinate is separated into three stages.
The energies of reactants and products on the ground state at the
beginning and end of the transfer stage are given byER

G andEP
G, while

the energies of the reactants and products on the ionic surfaces at the
beginning and end of the transfer stage are given byER

I andEP
I . Note

the height of the ionic surface (∼10 eV) in comparison to the barrier
to reaction (∼0.1 eV) and the enthalpy of reaction (∼1 eV).
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end of the approach stage is given by

Higher order terms may be calculated6,20 which include the
effects of reactant dipole moments and reactant polarizability.

The third stage is conceptually identical to the first, with the
ground and ionic surfaces offset by the reaction enthalpy. It is
important to note that the energies of the excited surfaces are
much greater than the enthalpy of reaction, so that enthalpy
plays only a small role in determining the barrier height.
Together, the first and third stages establish the boundary
conditions for an avoided curve crossing in the second stage.

The second stage is characterized by the onset of overlap
between the two reactants, the delocalization of electron density
from the HOMO of the molecule to the SOMO of the radical,
and the associated movement of an H atom from one species
to another. We model this stage as a three-electron problem;
as the ground and ionic states mix, two electrons in the A-H
bond delocalize with the one electron in the SOMO of the radical
B. This results in a two-state configuration interaction which
lowers the barrier and loosens the transition state. An increase
in the propensity for electron delocalization, or polarizability
of the reactants near the TS, causes a greater degree of
configurational mixing and suppresses the barrier further.

We assume that the unperturbed energies evolve linearly
during the curve crossing as the H atom moves along the
A-H-B coordinate. The height of the crossing pointEX during
the atom-transfer stage can be derived in this simple model and
is given by

where ER
G and ER

I are the energies of the ground and ionic
surfaces at the beginning atom transfer stage, andEP

G and EP
I

are the energies of the ground and ionic states at the end of the
atom transfer stage.6 Equation 2 shows that the height of the
barrier crossing is primarily determined by the geometric mean
of the energy gaps for the reactants and products and the degree
of electron delocalization at the transition state.

Simple geometry also allows one to predict the location of
the crossing. Equation 3 gives the fractional positionFTS/RX

along the A-H-B coordinate

where 2RX is the total distance the H traverses in moving from
reaction center A to reaction center B, andFTS is the distance
from the transition state to the pointRX.7 Thus, FTS/RX can
have values between-1 and 1, where 0 represents a sym-
metrical reaction. The position of the barrier is determined by
the relative sizes of the reactant and product energy gaps.

Finally, the transition-state R-X distance, the distance of the
minimum crossing height, is determined by a balance of energy
gradients on the ground and ionic surfaces,7

whereEσ is the coulomb and exchange repulsion encountered
along the diabatic, undistorted approach coordinate (stage 1).
This term is proportional to the orbital overlap between the

reactants. We thus expect a systematic relationship between
the spatial extent of the reactant orbitals and the transition state
location.

Ground-State Energies.We separate the ground-state energy
into two components: the short-range Coulomb-exchange
repulsion termEσ, discussed above, and a long-range dipole-
dipole termEµ, due to the charge distribution on the reactants.7

The total ground-state energy is thus

The long-range term may be approximated as

whereδ represents the partial charge on a particular atom,rmn

is the internuclear distance between two atoms, andm and n
are the atoms of molecules AH and B (or A and BH),
respectively. Because the barrier is formed at a small and
relatively constant value of the repulsive termEσ, the predomi-
nant term in the ground-state energy isEµ.

Since the systems under investigation here are strongly
coupled, the barrier heightEb is given by

whereâ is a measure of the coupling strength between the two
reactants. For a series of hydrogen abstractions from alkanes,
we assume thatâ will not change dramatically from one reaction
to another. Thus, we expect a linear relationship between the
crossing heightEX and the quantityEb - EG, which is
approximatelyEb - Eµ at the end of stage 1.

2.2. Covalent Curve Crossing.Radical-molecule reactions
may also be described by a two-state crossing theory in which
the excited states are covalent.4,5,21 For atom-transfer reactions,
the excited states correspond to the singlet and triplet states of
the reactant and product molecules, when the reactants are far
apart. Along the reaction coordinate, the antibonding triplet
(excited) state of the breaking bond maps with the radical
doublet state into the product singlet (ground) state of the newly
formed molecule. The energy difference between the ground
and excited states∆E, has been shown to be roughly

where ∆ is a Sato or overlap parameter andD0 is the bond
strength of either the breaking bond of the reactants or forming
bond of the products.8,23 For∆ = 0.2, this energy gap becomes
1.5 D0. In this theory, the crossing height of the excited states
can be derived to give5,6

whereD0R andD0P are the strengths of the bonds broken and
formed in the reaction. In eq 9, the curve crossing height
depends primarily on the bond strength of the reactant.

3. Connecting Theory and Experiment

To explore the role of changing molecular properties, we
consider a series of OH+ alkane reactions (methane, ethane,
propane, and cyclopropane). This series of H atom abstractions
presents an increasingly dense set of interacting MOs, culminat-

ER
I = IPHOMO - EASOMO - e2

r
(1)

EX ) ER
G +

(ER
I - ER

G)(EP
I - EP

G + ∆Hrxn)

(ER
I - ER

G) + (EP
I - EP

G)
(2)

FTS

RX
)

(ER
I - ER

G) - (EP
I - EP

G)

(ER
I - ER

G) + (EP
I - EP

G)
(3)

e2/r2 ) -2 ∂Eσ/δr (4)

EG ) Eµ + Eσ (5)

Eµ ∑
m

∑
n δmδn

rmn

(6)

Eb ) EG + (1 - â)(EX - EG) (7)

∆E ) 0.75
5 - ∆

2(1 + ∆)
D0 (8)

EX )
(D0R + 0.5D0P)

1 + D0P/D0R
(9)
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ing with cyclopropane, for which the dominant MO interaction
may not be the HOMO-SOMO interaction. The molecular
orbital description of cyclopropane is distinctly different from
that of other alkanes;24 the HOMOs of cyclopropane are not
localized on the hydrogens but are instead associated with the
highly strained carbon ring. Thus, when OH abstracts a
hydrogen from cyclopropane, these orbitals may not play the
dominant role in the reaction. Furthermore, for most alkanes,
the C-H bond dissociation energy scales with the ionization
potential of the frontier orbital, the HOMO. This is not the
case with cyclopropane. The ionization potential of the HOMO
of cyclopropane is lower than that of most other alkanes, while
the bond dissociation energy of the C-H bond in cyclopropane
is greater than that of any other alkane. This allows for a direct
comparison of the predictive capability of a theory that uses
molecular properties and a theory that uses bond properties.
Measurements of these rates at low temperatures allow precise
determinations of the activation energies and the preexponential
factors under conditions where one pathway dominates each
reaction. The kinetics of OH+ methane are well established;25

thus, we will focus on the measurements of OH with ethane,
propane, and cyclopropane.

4. Experimental Method

The high-pressure flow system (HPFS) and analysis methods
used in this work are described extensively in the literature26,27

but will be summarized here along with changes specific to this
work.

The HPFS consists of a 700 L settling chamber connected to
a 10 m long, 12.36 cm diameter stainless steel pipe containing
a well-developed flow of nitrogen gas. System pressure is
measured with a calibrated 1000 Torr capacitance manometer
(MKS). Velocity is measured with a pitot-static tube located
in the center of the flow and connected to a 1 Torr differential
capacitance manometer (MKS). The mass flow of nitrogen is
held constant throughout the experiments, resulting in a velocity
of 10-15 m/s, depending on the temperature of the system.
Temperature is measured in the center of the flow tube at the
beginning and end of the reaction zone. Measurements are made
under pseudo-first-order conditions with the hydrocarbon as the
excess reagent (XS).

Hydroxyl radicals are produced in a sidearm source from the
fast titration reaction H+ NO2 f OH + NO in excess NO2
and then injected into the center of the carrier flow. Hydroxyl
radicals are detected via laser induced fluorescence (LIF) at five
equally spaced detection axes.

This experiment differs from previous experiments performed
on our HPFS in that the carrier gas no longer recirculates. This
allows us to establish several discrete, steady-state XS concen-
trations in rapid succession instead of slowly varying the XS
concentration with dilution. By modulating the XS concentra-
tion we reduce our sensitivity to experimental drifts. Hydroxyl
radical fluorescence is monitored while the XS reagent is cycled
on and off at the various concentrations.

Excess reagent concentrations are measured via FTIR absorp-
tion spectrometry in a 44-pass White cell situated between the
first two LIF axes. Spectra obtained with no XS in the system
serve as a background. The ratios of signal to background are
transmittance spectra, which we analyze for the XS concentra-
tion using a correlation algorithm.28 Because our White cell
mirrors are recessed and purged from the actual flow, we
calibrate our path length using halocarbon F12, whose IR
spectrum is well established.29

Sensitivity to both OH decay and XS reagent detection is
optimized by adjusting the cycling time. This allows for the

variation of both the number of XS reagent concentrations
measured and the experimental time scale. We currently choose
six XS reagent concentrations per rate measurement, resulting
in an experiment length of 300-600 s.

We heat the HPFS with resistive heating tape wrapped
externally around the HPFS, which is also covered with high-
grade insulation (TechLite). The heaters can provide up to 2
kW of heat directly to the wall of the tube, warming the carrier
gas as it proceeds toward the detection zone. Measurements
are quickly repeated as the system warms at a rate of 10-15
K/h, such that the temperature increase during the course of
the run is small. Temperatures of 360 K can be achieved, and
the temperature can be cycled several times in a single day to
allow for many runs.

We cool the HPFS internally with a steady stream of liquid
nitrogen (LN2). The LN2 is injected through a vacuum-jacketed
tube inserted into the settling chamber of the HPFS, and is
regulated by a cryogenic liquid control valve (Worcester
Control). We allow about 2 h for cooling, consuming close to
100 L of LN2. Once the system reaches its lowest temperature,
the LN2 flow is replaced by a 50 slm flow of room-temperature
N2. The N2 gas quickly cools as it flows down the system.
The entire system warms with a thermal time constant of 2 h,
producing the temperature profile illustrated in Figure 2. Once
the N2 carrier flow is turned on, measurements are made as the
system warms. Both axial and radial temperature gradients in
the detection axis are small. At the coldest temperatures,
however, these gradients limit our accuracy to(10%. Over
the course of a run, the system warms no more than 3-5° at
the coldest temperatures. With this method, the HPFS is
routinely capable of measurements at 190 K.

4.1. Materials. A liquid nitrogen boil-off source is used
without further purification for the HPFS carrier flow. The
liquid nitrogen for cooling is used without further purification
from a liquid nitrogen gas pack (Middlesex Welding). Mixtures
of 2% hydrogen gas in UHP helium (Matheson), and 2% NO2

gas in UHP helium (Matheson) are used in the OH source.
Ethane (Scott), propane (Aldrich), and cyclopropane (Aldrich)
are used as received after FTIR analyses showed no substantial
amounts of contaminants.

5. Experimental Results

Data for the three reactions are presented in Table 1.
Experiments were performed in rapid succession as the system
warmed, either from low temperatures to room temperature or
from room temperature to elevated temperatures.

Figure 2. System temperature versus time, measured at the radical
source. LN2 is injected at a rate of 10 g/s fromt ) 1200 tot ) 7500.
Our temperature reading goes off-scale at approximately 160 K. Att
) 7500, the LN2 is turned off in exchange for N2 gas. The time scale
and temperature profile of a single experiment are shown.
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All data sets were fit to a modified Arrhenius expression.30

This accounts for the curvature in Arrhenius plots caused by
the conversion of rotational modes of the individual reactants
to loose vibrational modes of the transition state. For each of
the reactions under investigation here, the following expression
is used:

Values forν1 andν2 are taken taken to be 280 and 500 cm-1.
Tunneling is neglected. While it is expected thatν1 andν2 will
vary somewhat from reaction to reaction, the choice of these
values allows the temperature dependence in the preexponential
to be modeled explicitly.

To present a manageable data set, we use the fit results to
interpolate each measurement to the closest of 14 reference
temperatures, then average the data at each temperature. These
are the values shown in Table 1. The precision of the
measurements at each of the temperatures are also given. The
accuracy of our data is(5% (1σ) within 50 K of room
temperature and(10% outside this range.

5.1. Ethane + OH f Products. We measured the rate
constants for the reaction of ethane+ OH a total of 84 times
over the temperature range 180-360 K. OH decay was linear
over nearly 2 orders of magnitude after subtraction of laser
scatter. Figure 3 shows the Arrhenius plot for this reaction
including data from this study as well as other major studies.
A least-squares analysis of the combined data sets gives

and

over the temperature range 180-500 K. Our rates are in
excellent agreement with other published measurements, includ-
ing those taken previously in this laboratory,30 over the full
temperature range; however, the difference in shape between
the common Arrhenius function (CTne-D/T) and the modified
form is evident in the residuals.25

5.2. Propane+ OH f Products. We measured the rate
for the reaction of propane+ OH a total of 66 times over the
temperature range 190-360 K. Again, OH decays were linear.
Figure 4 shows the Arrhenius plot for this reaction including
data from this study as well as other major studies. A least-

squares analysis of the combined data sets gives

and

over the temperature range 190-400 K.

TABLE 1: Averaged Rate Data and Number of Individual Measurements for the Reactions of Ethane, Propane, and
Cyclopropane with OH at Various Temperatures

temperature (K) no.
k(ethane+ OH)
(10-13 cm3 s-1) no.

k(propane+ OH)
(1013 cm3 s-1) no.

k(cyclopropane+ OH)
(10-13 cm3 s-1)

180 1 0.269( 0.027
190 3 0.377( 0.004 3 3.626( 0.247
200 6 0.454( 0.025 7 4.136( 0.127 2 0.212( 0.043
213 7 0.651( 0.007 6 4.864( 0.095 3 0.296( 0.017
225 5 0.808( 0.012 4 5.602( 0.063 2 0.347( 0.004
238 6 0.967( 0.018 5 6.475( 0.053 7 0.378( 0.004
250 8 1.251( 0.014 7 7.532( 0.051 4 0.426( 0.004
265 8 1.640( 0.018 5 8.691( 0.147 5 0.515( 0.013
280 3 2.081( 0.016 3 0.591( 0.007
295 21 2.515( 0.021 12 11.29( 0.159 17 0.657( 0.008
310 3 2.953( 0.050 5 12.76( 0.182 5 0.752( 0.012
325 5 3.464( 0.037 4 13.56( 0.140 4 0.897( 0.024
340 2 3.744( 0.038 3 14.80( 0.136 2 1.009( 0.002
360 6 4.637( 0.164 5 16.40( 0.229 1 1.161( 0.075

Figure 3. Rate constant,k, vs T for the reaction of ethane+ OH f
products. The temperature-dependent studies are indicated in the legend.
Error bars for individual measurements are shown. The ratios of the
data to the modified Arrhenius fit are shown in the residual plot at the
bottom. The uncertainty of this overall fit is shown by the dotted lines
on the graph and residual plot. The recommendation of Atkinson is
also shown.35

k298 ) (1.12( 0.06)× 10-12 cm3 molecule-1 s-1 (13)

k(T) )
(1.31( 0.03× 10-9) e(-615( 6/T)

T (1 - e(-1.44(280/T)))2 (1 - e( -1.44(500/T)))
(14)

k(T) ) Be(-Ea/T)

T (1 - e(-1.44ν1/T))2 (1 - e(-1.44ν2/T))
(10)

k298 ) (2.52( 0.12)× 10-13 cm3 molecule-1 s-1 (11)

k(T) )
(1.16( 0.03× 10-9) e(-1023( 7/T)

T (1 - e(-1.44(280/T)))2 (1 - e(-1.44(500/T)))
(12)
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Our rates are in excellent agreement with existing measure-
ments down to 233 K.25 We extend the range of measurements
down to 190 K. In this region, the kinetics continue to show
Arrhenius behavior. This is consistent with the expectation that
at lower temperatures only one reaction pathway (abstraction
of the secondary hydrogens) is significant.

5.3. Cyclopropane+ OH f Products. We measured the
rate for the reaction of cyclopropane+ OH a total of 55 times
over the temperature range 200-360 K. A small amount of
OH regeneration was observed in the reaction zone during the
course of the reaction. It is likely that HO2 is produced rapidly
in the oxidation reactions following the initial reaction with OH.
This HO2 reacts quickly with NO from the radical source to
regenerate OH. To account for this, only the initial slopes of
the decay plots were used to determine the rate constant.

The results of these measurements are shown in Figure 5.
A least-squares analysis of only our data set gives

and

over the temperature range 200-360 K. While the data at 213
and 225 K are high with respect to the residual, they are both

within the accuracy range that we claim for our measurements
at these temperatures. In comparison to the reaction of OH with
propane, the activation energy is slightly higher, while the
preexponential is an order of magnitude lower.

Data from other major studies of this reaction are also shown
in Figure 5. The three previous studies on the reaction of OH
+ cyclopropane are Do´bé et al.,31 Jolly et al.,32 and Zetsch.33

The room-temperature rates vary by 80% over the full range.
Mechanism.To investigate possible causes of this discrep-

ancy, we performed a reaction modulation spectroscopy (RMS)
product study experiment similar to that described by Donahue
et al.28 The OH radical source was cycled on and off with a 5
min duty cycle by modulating the hydrogen gas flow through
the radical source. This allowed the measurement of the
concentration and identities of the reactants and products with
high sensitivity. The initial OH concentration was 1× 1012

molecules cm-3, while the initial cyclopropane concentration
was 5× 1014 molecules cm-3. In addition, the NO2 and O2

were present at concentrations of 7× 1012 and 4 × 1014

molecules cm-3, respectively. Initial results indicate that, with
sufficient NO (from NO2) present, formaldehyde and CO are
produced in high yield (24% and 35% of the total carbon budget,
respectively) by the rapid decomposition of radical intermediates
derived from cyclopropane. Ethene is produced in much lesser
quantities (9% of the total carbon budget). We expect form-
aldehyde and the formyl radical to be the dominant products in
an abstraction pathway. Formaldehyde quickly reacts with OH
(k ) 1.0 × 10-11 cm3 molecules-1 s-1)34 to produce H2O and

Figure 4. Rate constant, k, vs T for the reaction of propane+ OH f
products. The temperature-dependent studies are indicated in the legend.
Error bars for individual measurements are shown. The uncertainty of
this overall fit is shown by the dotted lines on the graph and residual
plot. The ratios of the data to the modified Arrhenius fit are shown in
the bottom panel. The recommendation of Atkinson is also shown.35

k298 ) (6.49( 0.46)× 10-14 cm3 molecule-1 s-1

(15)

k(T) )
(1.25( 0.06 10-10) e(-733( 14/T)

T (1 - e(-1.44(280/T)))2 (1 - e(-1.44(500/T)))
(16)

Figure 5. Rate constant, k, vs T for the reaction of cyclopropane+
OH f products. The studies are indicated in the legend. Error bars for
individual measurements are shown. The ratios of the data to the
modified Arrhenius fit are shown in the bottom panel. The uncertainty
of this overall fit is shown by the dotted lines on the graph and residual
plot.
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the formyl radical, which will quickly decompose in the presence
of O2 to form CO and HO2. Unlike straight-chained alkanes,
cyclopropane has the possibility of a ring opening caused by
the addition of OH. From this pathway, we expect ethene to
be the primary product of an OH addition pathway, although
ethene production from the abstraction pathway is also possible.
This is similar to the decomposition mechanism for OH-olefin
oxidation, which has been previously documented.28

We have also located abstraction and addition transition states
with ab initio calculations (UMP2/6-31G**). The abstraction
pathway has a barrier of 0.43 eV, while the addition pathway
has a barrier of 1.06 eV. While these values are not quantita-
tively accurate, they do indicate that the addition pathway is
significantly higher in energy than the abstraction pathway and
therefore does not likely play a significant role in the reaction
between cyclopropane and OH.

The study by Do´bé et al. was performed with a laser flash
photolysis/resonance fluorescence technique. Hydroxyl radicals
were produced in large concentrations (1× 1012 molecules
cm-3) by photolyzing nitric acid at 193 nm. At this wavelength,
the nitric acid photolysis inevitably produced high quantities
of NOx (NO and NO2). The large amount of formaldehyde
subsequently produced would therefore bias the measured rate
constant, leading to an overestimation of the rate by as much
as a factor of 2.

In contrast, the study by Jolly et al. used water vapor as the
photolyte to produce OH. Under these conditions, formaldehyde
formation would be suppressed. Our room-temperature rate is
in reasonable agreement with this study. The work of Zetsch
was a private communication to Atkinson35 and cannot be
reviewed.

Formaldehyde production did not significantly influence our
kinetics measurements. In all measurements, the initial OH
concentration was kept below 1× 1010 molecules cm-3; in
addition, NOx concentrations were minimized. Under these
conditions, the formaldehyde-OH reaction would account for
no more than 0.2% of the total OH decay. It is possible to
manipulate our experimental conditions such that significant
regeneration occurs ([OH]) 5 × 1011 molecules cm-3 and
[NO2] ) 1 × 1012 molecules cm-3). Under these conditions,
we observe elevated rates as well.

6. Discussion

We can now compare the ionic and covalent curve crossing
models as a test of barrier height control by molecular properties
versus bond properties. This is accomplished by comparing
predicted curve-crossing heights with experimentally measured
barriers for a series of OH-alkane reactions, including OH+
cyclopropane. In Figure 6 we show results for both models.
This is similar to the comparison shown in Donahue et al.,6

with two major differences: we show only OH reactions, and
we include an explicit treatment of the ground-state energy. The
experimental activation energies (Ea), calculated ground-state
dipole energies (Eµ), and their differences are shown in Table
2. We use measured ionization potentials, electron affinities36

and bond strengths37 to calculate the ionic and covalent crossing
heights (eqs 2 and 9, respectively). We also use low-level ab
initio calculations (UHF/6-31G**) to constrain the transition
state distance and calculate charge distributions for the long-
range ground-state energyEµ (Eq 6). Data for the reaction of
OH + methane are from Atkinson25 and DeMore et al.,34 while
data for the additional compounds are from Donahue et al.30

The analysis of other radical-alkane reactions presented in
Donahue et al.,6 which includes a large set of radicals but not

cyclopropane, provides strong evidence that the ionic curve
crossing model consistently describes radical-molecule reactiv-
ity. We note two important points of that study: (1) There
exists a tight correlation between ionization potential (IP) and
bond dissociation enthalpy (D0) for most hydrocarbons. Thus,

Figure 6. Activation energy (minus ground-state energy) versus ionic
crossing height (top) and covalent crossing height (bottom) for a series
of H atom abstractions from alkanes and cycloalkanes. The reaction
of cyclopropane with OH lies well outside the correlation among the
other reactions for both theories. The ionic crossing theory underpredicts
the activation energy, while the covalent crossing theory overpredicts
the activation energy.

TABLE 2: Activation Energies (Ea), Ground-State Dipole
Attraction Energies (Eµ), and Dipole-Corrected Barrier
Heights (Ea - Eµ) for a Series of Hydrocarbonsa

compound Ea (K) Eµ (K) Ea-Eµ (K)

methaneb 1860 -408 2268
ethanec 1026 -385 1411
propanec 616 -394 1010
isobutaned 257 -357 614
butaned 454 -405 859
cyclopentaned 253 -452 705
cyclohexaned 227 -434 661
cycloheptaned 256 -280 536
cyclopropanee 735 -588 1323

a The dipole energies were computed from eq 6 using results from
theoretical calculations (UHF/6-31G**).b Data from Atkinson25 refitted
from eq 10.c Present work. All data sets taken together.d Data from
Donahue et al.30 e Present work. Our data set only.
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both the ionic and covalent models of reactivity will give similar
reactivity trends for a single radical with a series of molecules.
(2) There is no single correlation between electron affinity (EA)
and bond dissociation enthalpy (D0). When examining the
reactions of a single molecule with a series of radicals, the ionic
curve-crossing model predicts reactivity far more successfully
than the covalent model. However, neither model presented in
Figure 6 appears to predict the cyclopropane-OH barrier. In
both cases measured barriers increase consistently with crossing
height for the other molecules, but the cyclopropane barrier is
underpredicted by the ionic curve crossing model and overpre-
dicted by the covalent model. We must therefore consider
higher order contributions in either case if this reaction is to be
understood.

To first order, the parameter that can vary in the covalent
curve crossing model is∆, the Sato or overlap parameter.
Raising this parameter lowers the singlet-triplet energy gap
and hence lowers the barrier. While the explicit calculation of
this parameter for cyclopropane is beyond the scope of this
paper, we do not expect∆ to be higher than in other
hydrocarbons. The greater stability of the C-H bond partially
compensates for the ring strain of the cyclopropane carbon
skeleton.38 Thus, any delocalization of electron density from
this bond in the course of a reaction also destabilizes the
cyclopropyl group. If anything, we expect the singlet-triplet
energy gap to be larger for cyclopropane than for nonstrained
hydrocarbons. Thus, we expect the covalent crossing would
be higher for the cyclopropane OH reaction, exacerbating the
disagreement with observations shown in Figure 6.

There are two aspects of the ionic curve crossing model
requiring attention. The first is the low level of theory used to
constrain the barrier location and calculate the ground state
energy. The second is the oversimplification of treating only a
single configuration in the two-state model. Up to this point,
we have assumed that only one molecular orbital of the
molecule, the HOMO, plays a significant role in the reaction.
In the full configuration interaction, all of the orbitals of
cyclopropane are considered. It is important to view the reaction
from the point of view of the radical: From which molecular
orbital or orbitals does the OH withdraw electron density? Since
ionization potential is a molecular orbital property, we can
explicitly treat the role of multiple orbitals in the general context
of the ionic crossing problem.

To further investigate the role of multiple orbitals in the
context of our theory, we focus on the reactions of OH with
methane, ethane, propane, and cyclopropane. Limiting our study
to the smaller species allows us to include electron correlation
by using the more accurate UMP2/6-31G** level of theory.

6.1. Theoretical Results. We performed ab initio calcula-
tions (UMP2/6-31G**) on the reactions of OH with methane,
ethane, propane, and cyclopropane, optimizing reactants, prod-
ucts, and transition states. For each of the above reactions, we
have analyzed the wave functions for each of the molecular
orbitals (MOs). The shapes and relative energies of the orbitals
(which indicate the preferred sites of OH attack) do not differ
from those calculated with the UHF/6-31G** level of theory.
Also, simply changing the level of theory does not sufficiently
change the interaction distance for any of the reactions to alter
the appearance of Figure 6. The low level of theory used
previously therefore does not explain the cyclopropane anomaly.
Orbital overlap calculations (Figure 7), however, do reveal a
difference in cyclopropane.

In methane and ethane, significant electron density surrounds
each of the hydrogens in the HOMOs. The SOMO of the
attacking OH radical (a half-filled p-orbital) will therefore
overlap substantially with any of the hydrogens, leading to a
stable transition state. In propane, a significant amount of
electron density is concentrated on the secondary hydrogens,
with less density on the primary hydrogens, thus favoring
abstraction from a secondary hydrogen. This result is consistent
with the findings of Hu et al.39 Cyclopropane (Figure 7), in
contrast, has relatively little electron density around the
hydrogens in the two degenerate HOMOs. Instead, the electron
density is focused in the carbon ring structure. The second
highest occupied molecular orbitals (SHOMOs) have the greatest
amount of electron density around the hydrogens. The SHO-
MOs are spatially extended but far more stable (2.5 eV lower)
than the HOMOs. Thus there is a competition between energy
and overlap; the SOMO of the OH radical overlaps with the
SHOMOs before overlapping with the HOMOs despite their
more stable energy.

6.2. Delocalization. The appeal of a two-state model is its
conceptual simplicity and the ability it gives us to explore the
influence of various phenomena on both the curve-crossing
height and the barrier height. We wish to retain this framework
by adding additional configurations in a perturbative manner.
To do this, we must identify the zeroth order and higher order
interactions. The appropriate state to choose as the boundary
condition to the curve-crossing problem at zeroth order is the
state with the largest coupling to the ground state. Assuming
that the coupling strength is constant throughout the atom-
transfer stage of the reaction, we can begin to calculate these
coupling terms using the expressions derived by Fukui and
Fujimoto.40,41 The essential conclusion is that the coupling
strength or delocalization is proportional to the square of the

Figure 7. Structures and orbitals from ab initio calculations (UMP2/6-31G**) representing the structure and electron distribution of cyclopropane.
The gold and silver colors correspond to wave functions of the opposite sign. Bare structure (left), two degenerate HOMOs (center), and two
degenerate SHOMOs of cyclopropane (right) are shown. Spatially, the SHOMO extends further than the HOMO.
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overlap between the ground and excited states divided by the
energy of the excited state.

In cyclopropane there are two candidates for the zeroth-order
configuration: the HOMO, which has lower energy, and the
SHOMO, which has larger overlap with the SOMO of OH.
When two excited states dominate the configuration interaction
for the reaction, and one state is higher in energy but has greater
overlap (see Figure 8), it is entirely possible that the overlap
might outweigh the difference in energy between the states. If
the greater coupling strength between the higher energy excited
state and the ground state continues throughout the reaction,
then these states determine the simple crossing point.

However, the actual barrier is a result of the full configuration
interaction. In Figure 8, the first excited state further suppresses
the barrier to reaction. In the context of the two-state crossing
model, this first excited state lowers the effective energy of the
boundary condition by the weighted difference between the
coupling strengths.

To specifically quantify the role of each MO in determining
the magnitude of electron delocalization and hence barrier
suppression, an expression giving the relative extent that a
molecular orbital delocalizes during the early stage of a reaction
was derived. The dominant configuration interaction in hydro-
gen atom abstractions is the transfer of an electron from an
orbital of the hydrocarbon to the SOMO of the radical. Using
the method of Fukui and Fujimoto, this may be treated as a
perturbation on the ground-state interaction of the undistorted,
separated species. A secular determinant can be solved to show
that the transfer of electron density, or delocalization (D),
decreases the energy by

whereHx,y is the Hamiltonian between two electronic states,
Sx,y is the overlap between two electronic states, the subscript
MO fSO represents the electron-transferred state (between a
molecular orbital of the molecule and the SOMO of the radical),
and the subscript 0 represents the ground state. The denominator
in eq 17 is the energy of the transferred configuration minus
the energy of the ground-state configuration. At infinite

separation of the two species, this is the ionization potential
minus the electron affinity, IP-EA. To first order, as the two
species approach each other, the ionic surface described above
drops dramatically in energy from Coulombic attraction:

In the numerator of eq 17, the energy of two different
configurations is proportional to the overlap of those two
configurations when overlap is small.42 Thus,

Furthermore, in the transfer of an electron from one species to
another, the overlap of the transferred and ground state is
primarily defined by the overlap of the two interacting orbitals,
as expressed by the equation

Combining eqs 17-20, we find that the amount of barrier
suppression due to electron delocalization is proportional to

Here we see the explicit competition between overlap and
energy. The total electron delocalization is the sum of the
individual interactions between the MOs of the hydrocarbon
and the SOMO of OH. It is generally assumed that the HOMOs
dominate the delocalization. Hence, they are defined as the
frontier molecular orbitals. We will now explicitly consider
lower energy orbitals with large overlap.

6.3. Calculations. We have used eq 21 along with the
aforementioned ab initio studies to calculate the extent of
delocalization from each orbital in the reactions under investiga-
tion. To evaluate the relative extent of delocalization, we
calculate overlap integrals between the undistorted species when
they have reached the distance of closest approach without
geometric reorganization (i.e., where the carbon-oxygen dis-
tance is the same as at the transition state). At the end of stage
1 the overlap between the SOMO and any MO of the
hydrocarbon is small, allowing for the assumption that the
energy is proportional to overlap. However, at this point, our
method departs from that of Fukui and Fujimoto and allows
the geometry of the system to change after the initial boundary
conditions to the atom transfer are established. Results are
presented in Table 4. We will test against observation the
hypothesis that the dominant configuration interactions at the
early stage of the reaction will continue to dominate throughout
the transfer stage.

Figure 8. The competition between energy and overlap. The second
excited state is higher in energy than the first, but the greater overlap
between second excited state and the ground state overwhelms the
higher energy. This becomes the dominant state in the configuration
interaction and gives the appropriate boundary condition for the curve
crossing problem. Still, the first excited state plays a minor role.
Weighting this appropriately leads to an effective boundary condition
to the two-state curve-crossing problem.

D ) ∑
Occ MOs(H0,MOfSO - S0,MOfSO H0,0)

2

HMOfSO,MOfSO - H0,0

(17)

TABLE 3: Activation Energies (Ea), Ground-State Dipole
Attraction Energies (Eµ), and Dipole-Corrected Barrier
Heights (Ea - Eµ) for Methane, Ethane, Propane and
Cyclopropanea

compound Ea (K) Eµ (K) Ea - Eµ (K)

methaneb 1860 -504 2364
ethanec 1026 -338 1364
propanec 616 -200 816
cyclopropanec 735 -696 1431

a The dipole corrections were computed from eq 6 using results from
theoretical calculations (UMP2/6-31G**).

HMOfSO,MOfSO - H0,0 = IPMO - EASO - e2

r
(18)

H0,MOfSO ∝ S0,MOfSO (19)

S0,MOfSO ∝ SMO,SO (20)

D ∝ ∑
OccMOs SMO,SO

2

IPMO - EASO - e2/r
(21)

Testing Frontier Orbital Control J. Phys. Chem. A, Vol. 102, No. 48, 19989855



Methane and Ethane.For methane and ethane, theory
predicts that the orbitals which delocalize to the largest extent
during the early stages of reaction are the HOMOs. In both
cases, the effective curve crossing is essentially the curve
crossing determined by the HOMOs.

Propane. For propane, theory predicts that the HOMO also
delocalizes to the greatest extent for an attack of an OH radical
at a secondary hydrogen. The SHOMOs play a significant role
in the reaction but are only 0.1 eV more stable than the HOMO,
and thus, are essentially indistinguishable in energy. Again,
the effective curve crossing is determined by the HOMO.

Cyclopropane. For cyclopropane, the SHOMOs dominate
electron delocalization in the OH reaction. Even though these
orbitals are∼2.5 eV more stable than the HOMO, their greater
spatial overlap with the SOMO of OH overwhelms the differ-
ence in energy.

It is thus not sufficient simply to define the frontier orbitals
as the HOMO and SOMO (or LUMO) of a given molecule. It
is clear for cyclopropane that the HOMOs play a smaller role
in controlling electron delocalization than the SHOMOs. The
frontier molecular orbitals are better defined as the orbitals that
result in the greatest degree of delocalization. This accom-
modates cases where a spatially extended but energetically more
stable molecular orbital can primarily determine the site (which
atom and which MO) of radical attack.

6.4. Reevaluation. We can now reexamine cyclopropane
in the context of our radical-molecule reactivity theory. Again,
ionization potentials, electron affinities, and bond strengths are
used to calculate the crossing height of the transition state using
eq 2. In addition, we continue to account for the dipole-induced
dipole interactions on the ground state surface (see Table 3).
The ground-state attraction for cyclopropane is larger than for
either ethane or propane. This is a more general indication of
the location of the electron density in the molecule. In
cyclopropane, electron density is focused primarily in the ring
structure. This pulls electron density away from the hydrogens
resulting in a greater dipole-dipole stabilization as the OH
radical approaches.

Figure 9 shows a plot of activation energy versus the
theoretically determined crossing height for each of the four

hydrocarbons. As before, we predict the evolution of barriers
for methane, ethane, and propane. Furthermore, by using the
effective crossing height for cyclopropane we correctly predict
that barrier as well. The crossing heights of the HOMOs and
SHOMOs are weighted by the relative amount of delocalization
occurring from each orbital (see Table 4). This calculation is
shown graphically in Figure 6. While the role of the HOMOs
is secondary, they still contribute to the total delocalization
energy and lower the barrier significantly.

6.5. Preexponential. Next we shall consider the low
preexponential for the cyclopropane+ OH reaction. Two
aspects of the transition-state geometry change in these hydrogen
atom abstraction reactions. The first is the distance between

TABLE 4: Ionization Potential and the Relative Extent of Electron Delocalization with an OH Radical, as Calculated from eq
21, for the Dominant MOs of Methane, Ethane, Propane, and Cyclopropanea

IP (eV)
methane

delocalization IP (eV)
ethane

delocalization IP (eV)
propane

delocalization IP (eV)
cyclopropane
delocalization

12.6 (HO) 6.8 11.5 (HO) 10.5 11.0 (HO) 24.5 9.8 (HO) 2.6
12.6 (HO) 2.4 11.5 (HO) 3.7 11.1 (HO*) 9.79 9.8 (HO) 2.7
12.6 (HO) 2.1 12.1 1 11.1 1 12.3 (SHO) 11.3
21.8 1 14.5 2.9 12.9 1.6 14.7 3

DHOMO/DTotal 0.92 0.79 0.93 0.26

a The HOMOs for each of the species are denoted by (HO). In addition, the SHOMOs for cyclopropane are denoted by (SHO). The values for
the delocalization are normalized for each compound. The fraction of delocalization that takes place in the HOMO relative to the total amount of
delocalization is also given. For propane, we include the SHOMO along with the HOMO, and label it HO*. This is because these orbitals have
nearly the same energy. The larger numbers indicate at which orbital the OH attacks as the reaction progresses. For methane, ethane, and propane,
this is the HOMO. Cyclopropane primarily delocalizes from the SHOMOs.

TABLE 5: Ab Initio C -O and C-H Bond Distances at the Transition State, the Fractional Barrier Location Calculated from
Equation 3, the Fractional Barrier Location Back-Calculated from the r(C-O) and r(C-H), the Number of Equivalent
Hydrogens, and theA-factor at 298 Ka

compound rC-O (Å) rC-H (Å)
FTS/RX

ab initio
FTS/RX

(ionic)
equivalent

Hs (nH)
A (298 K)/nH (10-13

cm3 molecule-1 s-1)

methane 2.48 1.21 -0.20 -0.23 4 6.1
ethane 2.50 1.19 -0.36 -0.29 6 13.0
propane 2.53 1.18 -0.48 -0.40 2 44.1
cyclopropane 2.44 1.19 -0.20 -0.26 6 1.3

a The experimental data for the OH+ methane reaction is from DeMore et al.34

Figure 9. Activation energy (minus ground-state energy) vs crossing
height. Ab initio calculations (UMP2/6-31G**) were used in calculating
the crossing point. The shaded region is simply meant to guide the eye
to the trend between methane, ethane, and propane, and is not an exact
fit to the data. The amount of electron delocalization occurring from a
particular orbital is also given. For methane, ethane, and propane, the
HOMO directs the reaction. For cyclopropane, the dominant orbital is
the SHOMO. Weighting the HOMOs and SHOMOs properly, an
effective crossing point is determined.
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the reactive carbon center of the alkane and the oxygen atom
of OH. The second is the location of the barrier along the
C-H-O hydrogen-transfer coordinate.

The C-O distance affects the preexponential factor in two
ways: by directly controlling the transition-state moment of
inertia and by influencing the frequencies of the loose transition-
state vibrational modes. As the OH and hydrocarbon approach,
free rotations of the separated species become vibrations in the
transition state complex, which become more constrained as
the C-O distance decreases. This is illustrated in Table 5,
which includes the ab initio C-O distances (rC-O) at the TS
and the experimentalA-factor divided by the number of
abstractable hydrogens. TheA-factor is the 298 K value of the
preexponential portion of eq 10. The C-O distance for OH+
cyclopropane is smaller than for either OH+ propane or OH
+ ethane; this is accompanied by a correspondingly low
A-factor.

While this partially explains the low preexponential, it does
not address why the C-O distance in the OH+ cyclopropane
reaction is so small. The simple answer is that the reactive
molecular orbital in OH+ cyclopropane is less extended than
in either OH+ propane or OH+ ethane, resulting in a lower
overlap at a common point along the reaction. The balance
expressed by eq 4 is therefore shifted toward a smaller
interaction distance. This is verified by quantum-mechanical
overlap calculations. With a lower degree of overlap, the OH
must approach more closely to react. Thus, even though the
electron density on the hydrogens in the SHOMOs is extended
relative to the electron density in the HOMOs, it is contracted
relative to the electron density on hydrogens in methane, ethane,
or propane.

The location of the transition state along the H atom transfer
coordinate also influences the preexponential. Greater distortion
of the C-H bond is consistent with a later transition state; the
hydrocarbon has to rearrange to a greater degree to reach the
transition state. Our ab initio calculations show that the C-H
bond distance at the transition state for OH with ethane and
propane is smaller than that for OH with cyclopropane or
methane (see Table 5). The greater distortion of the C-H bond
in the latter two compounds corresponds with lowerA-factors.

To compare the ab initio results with model predictions from
eq 3, we first calculate the transition state location along the H
atom transfer coordinate, normalized to half of the total distance
traveled by the H atom (FTS/RX - ab initio). We then calculate
this quantity from eq 3 using our ionic curve-crossing model
(FTS/RX - ionic). The results are also shown in Table 5. Both
the ionic crossing model and the ab initio transition-state
locations correlate well with the experimentalA-factors.

7. Conclusions

The transition-state energy and location are governed by a
configuration interaction between the reactant ground state and
one or more ionic states, described by the molecular properties
of the reactants. This is confirmed by our study of OH with
cyclopropane, provided the role of the second highest molecular
orbitals (SHOMOs) is considered. The high barrier and low
preexponential observed in the reaction of OH with cyclopro-
pane arise because the attacking OH radical delocalizes electron
density from the SHOMOs in cyclopropane. Frontier molecular
orbitals are not simply the SOMO and HOMO of the two
reacting species in radical-molecule reactions. They may be
at the spatial and not the energetic frontier. Quantum mechani-
cally, barrier suppression from the curve crossing depends on
overlap and energy. Thus, a more suitable definition of frontier

orbitals are the orbitals that dominate electron delocalization at
the transition state.
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